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Background: Attributed Community Search

e« Community Search (CS)
* ForagraphG = (V,€), given a node set Vy & Vasaqueryq
* Find the query-dependent community C, SV, where the nodes in C,
are intensively intra-connected

e Attributed Community Search (ACS)
e Satisfy both structure cohesiveness and attributes homogeneity for a
given query that consists of query nodes and query attributes.

* Real applications
e Social network analysis
« Recommendation systems
* Bioinformatics and fraud detection



Background: Learning-based Community
Search Approaches

* GNN-based method: recasting the community membership determination to a
classification task

* AQD-GNN/ICS-GNN

* Their trained models are tailored for specific graph/community
* |[CS-GNN/COCLEP/CommunityAF/CGNP

e Only support single-node query

. E%CNLEP & CommunityAF have a limited inductive ability as they rely on the natural generalization of

e CGNP utilizes meta-learning approach and has inductive ability
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Background: Learning-based Community Search
Approaches

Table 1: Learning-based Community Search Approaches

Single-node  Multi-node  Attributed

Approaches Query Query Query Induction
AQD-GNN [29] v v v X
ICS-GNN [21] v X X X
CommunityAF [11] v X X X
COCLEP [35] v X X X
CGNP [17] v X X v
IACS (Ours) v v v v




Problem Statement

e Attributed Community Search (ACS) Academic Community
* For an attributed graph G = (V, €, A), Music Community 5
given a query q = (Vq, c/lq), ( a2z, Po} (DM} {DM,DB,DL}

whereV, €V and A; & A

* Find the query-dependent community
Cq &V, where the nodes in C;; are
intensively intra-connected and the

attributes are similar Fig 1. query-dependent

community with different
attributes.

{Pop} {IR,DL} {DL}



Problem Statement

|Graph for Tra;gmg (OM.DEDL}

{NLP} IR T e

. O
Empower the model to generalize and {ezz R&BY ) o € {DM}cv}
T+ {Classic} © - (&
adapt to new communities and graphs by '3 | @R
inductive Iearning New Graph (unseen community)
. {Classic} © '
» For new communities
: : A Single Graph
 Queries from {qu, e qu} in graph :
g for training (a) Inductive Setting for Communities
* Queries ¢* from a new community |
- DM DM,DB,DL Tenni S , R
C,+ for test - A0 OMBS.OL) i{nce}{””'S} {Soccer, Run}

» For new graphs — @
. o {Hiking, Camping}
* Queries from graph G for training |

DN
{IRDL}  {DL} .
° Queries from new graph g* for test Graph for Training : New Graph (unseen community)
(b) Inductive Setting for Graphs

* ie,Cy NCy=0,..,CqNCye  {Camping




IACS Architecture
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IACS  POwlaT)=rs (q*, @ >

(q,lq)E(Q,L)

GNN Encoder

*  k-th layer aggregate: a’®(v) « fcf(lk) (h** V@) lu e Nw)})
« k-th layer combine:h" (v) « fe(k) (L= (v), a® (v))

Aggregator @
Permutation invariant operator,

1
average: H = EZQEQ H,

Inputs
hO ) = [L,(W)]|le(w)],

+
L) = {1 vE LG U V)
0 otherwise




Enhanced Attribute Encoding

Construct attribute-augmented graph
c G=W,EA)->G4,=OVUVyEUE,
* Use a scalable, task-independent graph embedding algorithm, ProNE
* Pretrain a node embedding for the attributed-augmented graph G 4

{Pop} {IRDL} {DL}



|JACS

Gating mechanism
& = sigmod(WgH),e = W.H,

7=708+e0(1-8)f=p08+e@(1-9),
H=9OH+p

Adaptive Decoder / 50 O
Adapti L n
* Feature-wise Linear Modulation (FiLM) Dei‘éfilf X 8 8 '"8 ) PER
y =W,H, B =WgH, o ) [ S5
H=yOH+p / I B B
* Concatenate query node embedding and query attribute 7, @ 8 8 8 i
embedding 1 1 g 18— S HH
ey, = Hw),e, . = z e v T
vE"Vq* ClEc/qq*
eq- =MLP(ey .|le4 .) A new ACS query
T o n q" = Vg, Ag)
» Inner Product Decoder: p(l,+|q*, T) = sigmoid(< ey, H >) 7"

Binary Cross Entropy loss
L= Ygep Z(q,lq)E(Qi,Li) —logp(lg|a. 77)

= % 560 2 g1, )ec0u0(~ Zorerr 108 (F)) = Zymerz log (1 = 307N .




IACS Workflow

Training ACS Tasks New ACS Task
|

l l l

Model — Model —> Model
M M* M*

Training Phase Adaptation Phase Inference Phase



Experimental Studies: Setup

* Model
* encoder: 3-layer GCN, GraphSAGE, GIN, GAT.
e decoder: FiLM + Inner product, FiLM with gating mechanism + Inner product, inner product

* Baselines
e 3 algorithmic approaches
* 3 supervised-learning based approaches
e 2 meta-learning approaches

Table 3: The Profiles of Dataset

Dataset | |G| V| |E] | A| |C| graph des. attribute des. community des.  # tasks
Arxiv [54] 1 169,343 1,166,243 N/A 40 paper citation NA research topics 1,000
Amazon2M [13] 1 2,449,029 61,859,140 N/A 47  product co-purchasing NA product categories 5,000
Cora [57] 1 2,708 5,429 1,433 7 paper citation paper keywords research topics 192
Citeseer [57] 1 3,327 4,732 3,703 6 paper citation  paper keywords research topics 192
Reddit [24] 1 232,965 114,615,892 1,164 50 post co-comment synthetic post categories 1,000
Facebook [33] 10 4,039 88,234 2,281 193 social friendship user profiles friend circles 10
Twitter [33] 973 81,306 1,768,149 512,985 4,065 social friendship user profiles friend circles 973




Experiential Studies: Effectiveness

Table 4: Overall Performance on Non-Attributed CS (%)

4-shot 8-shot
P i Pre Rec F1 Pre Rec F1
CTC 54.2340.53 2161004  4.15:0.09 | 54.045072  2.16x0.05  4-1510.09
ICS-GNN | 62.724026 21.094007 31.571+010 | 62.531036 21.124005 31.57+0.08
OD-GNN | 59.97.041 83.604118 69.84.047 | 58914009 89.624114 71.0940.29
> Supervise | 67.994033 69.78+1.49 68.87+086 | 09.09:039 74.29:098 71.6040.38
o MAML 63.514707 60.254950 61.814149 | 62.774072 60.3443 ¢4
b FeatTrans | 65.354+064 55.18 59.81+088 | 64.1840.69
IACS 63.65:0¢62 (89.264105] 743140137 | 64.1440 49
TACS-G 59.75+0.42 |97.9940.76] 74.23+0.13 | 65.0640.81
IACS-P 61.99425¢ \92.634577) 74.12+10.21 | 05.4540.49 74.7240.24
CcI1c 80.3040135 4.0640 02 7.7340.04 80.2740907 4.0040.01 7.7340.02
ICS-GNN | 79.50+027  6.5540.01 12.11+0.02 | 79.63+0.29 6.554+002 12.1140.03
s OD-GNN | 75.46+033 95.154053 84.1710.04 | 75.331096 96.68+0.13 84.6740.21
- Supervise | 83.86+0.09 77.07+0.44 80.32+0.25 | 84.464035 80.18+052 82.2710.29
g MAML 7848162 65.8341870 71.384559 | 79.134088 02.384147¢ 09.664233
= FeatTrans | 78.41+0.92 57.8941.39 66.6041.14 | 78.6940.34 57.1841.22 066.2240.72
< IACS 80.5240 34 3.424083) 86.48. 022 | 81444075 (93.34110 86.9710.21
TACS-G 79.924031 194.254093| 86.49.021 | 80.4940p.16 | 94.60405 86.9840.24
IACS-P 79.63:0.88 194.77+1.09) 86.54:029 | 80.6240381 | 94.86407 87.1640.26

Non-attributed CS

a)

b)

IACS models consistently outperform all
the baselines.

The superiority of IACS is primarily
evident in its significant improvement
in recall (+1.28% compared to the
best baseline) while maintaining a
relatively high precision (59.75% ~
81.44%).
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Experiential Studies: Effectiveness

Table 6: Overall Performance on ACS in Multiple Graphs (%)

Table 5: Overall Performance on ACS in Single Graph (%)

4-shot 8-shot 4-shot 8-shot
Dataset | Approach Bre R F1 - Rise F1 Dataset | Approach Pre Ree F1 Pre Rec F1

ATC 58.99:+0.87  5.01:0.17  9.2410.29 | 57.83:036 4.97+0.25  9.1610.42 ATC 60.234510 11.99.088 19.971196¢ | 41.144418 11114397 17.22.371
ACQ 70.5942 14 6.974132 12.6649 19 | 69.154143  6.7940.99 12.3641.64 ACQ 38.864352 66.924579 48.904102 | 40.604306 64.004333 49.6513 07
_ AQD-GNN | 52.701+1.04 84.29:759 64.77+278 | 52.2612.06 85.15:557 64.7443.01 - AQD-GNN | 37.714165 96.701+5.03 54.261250 | 36.71+1.03 96.29:468 53.1411.75
§ Supervise | 60.45+2 00 63.20+153 61.79+167 | 62.30+188 66.741084 64.431116 e Supervise | 59.324122 79.614537 67.954273 | 64.341163 83.384320 72.594+1.08
2 MAML | 55534161 43.18+427 48.464245 | 56.1540.94 45.024305 49.9311.04 -@ MAML | 47.064612 89.044385 59.85.:812 | 46.124330 73.301580 56.4449 45
o FeatTrans | 58.671254 37.974138 46.081151 | 58.444174 39.864217 47.3841.091 8 FeatTrans | 50.111662 68.3418.66 56.841428 | 50.82+116 59.77+6.87 72.1643.40
IACS 64.74+155 71154145 67.781094 | 67.06+145 71.481184 69.19+1.41 IACS 85.6142.16 79.5544.13 78.094409 | 66.131162 84.331330 74.0841.34
IACS-G | 65.75+0.54 70.124133 67.861056 | 67.48+1.62 71.90+198 69.59+0.87 IACS-G | 85.7542.27 81.314451 77424382 | 64.87+167 88.171304 74.7241.64
IACS-P 65524115 70374143 67.844066 | 67.254186 72.08+074 69.574+0.98 IACS-P 818254 BOT950s T7.37sics | 659%.u55 7% BB
ATC 82.84.0.77 39.151168 53.164163 | 83.731087 39.0040091 53.2140.79 ATC T coe.  1288uqna: 220Bxqmn | 7030k07y 1253391 19355305
ACQ 97.7410‘27 22.82:‘:1.02 36.9911‘35 98.16:‘:0.03 22.4911.20 36.5811.59 i ACQ 68.89i0_81 37-21:!:8.31 49-51i4.76 20-38:?:0.58 44~58i3.51 28.221:0.47
AQD-GNN | 85.88+1.63 89541180 [8L67:038)| 8551x1.75 92202190 [88:1359i0 § ADD-GNN' | 3780500 968050 37405 | 3761ests 5idligor 5384005
% Supeerse 22-;?138 Zi-}éil.% ?411-2?1.51 378;‘;\4095 803373[-49 83831;&49 g Supervise | 58.12:420 80.28:812 58.124527 | 62.32:4.41 81.441400 70.55:415
Q V078 “F0£3.15 -90+2.27 L MAML 38.124042 97.57+1.67 38.124037 | 37.97+158 95.014440 54.2041.19

2 - b ; . i ; ? ;s
FeigTCrgns 21-3212.41 Zi-’i?i&ﬂ ;12(7)%3,34 22-(5)31—0-59 22-321243 gi-ggﬂ.‘w g FeatTrans | 38453042 98.05:104 38.45:043 | 38.201086 97.061130 54.81:0.72

VY+1.20 < 43.84 Vi£1.26 IV£1.69 -V 1+4.36 EV+1.49 S IACS 72.10 85.44 72.10 66.29 84.90 73.68

3 +5.43 +4.30 £1.58 +3.99 £0.58 +2.88
ﬁi‘?g 21'2;11‘73 23’2312‘23 zigiﬁ 22'(8);*0‘86 2:'(2)1:&'63 % = IACS-G 67.7643.00 86.1741.65 67.76+180 | 64.86+181 86.364348 74.0511.04
B - A —c - -l - IACS-P | 72.38:480 83.69:6.53 72.38+175 | 65.141085 86.071236 74.28+1.19

ACS
a) In general, IACS achieves the highest F1 score in most cases (5 out of 6), even when the graphs of training and

inference are from different datasets.
b) The improvement in the 8-shot setting is relatively lower compared to the 4-shot setting.
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Experiential Studies: Efficiency

IACS
& | & ATC L2 ]ACQ HFEHICS-GNN FH(A)QOG-GNN E-dSupervise
R MAML w4 FeatTrans | EIEERIACS & TACS-G [ 1 IACS-P /
103 5 3 10’4
e} |
: H E E 2
10° L 2 %@Iﬂﬂ | 107 (il BN
Citeseer Facebook Citeseer Facebook
(a) Training Time (b) Inference Time

Figure 5: Comparison of Training and Inference Time

* |ACS models exhibit faster training and inference time compared to other baselines in most datasets.
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Experiential Studies: Streaming Model Adaptation

= /ACSETACS-Streaming B IA CS-GE TACS-G-Streaming ER JACS-PE JACS-P-Streaming

* The streaming adaptation

process leads to higher F1 0.8 .
scores for the streaming — 0.6 I IH
model than the original 0.4 IH Ll N nm IH IH 1
model across a wide range 0.8 .
of sequential tasks. = 0.6 H I IH

* The results indicate that 0.4 I an nn I B B0 B oo IH IH i
three IACS models exhibit 0.8
an improvement ratio of = 0.6 H HH
3% in the Streaming 0.4 HH mll N mm H W mll Hm HH HH ml
adapta“on model. ] 1 2 3 4 5 6 7 8 9 10 11 12

Task ID
Figure 8: Streaming Model Adaptation on Twitter
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Experiential Studies: Case Study

(a) Twitter: Training Communities (b) Ground-truth Community  (c) Predicted Community

« These communities exhibit variations, characterized by heterogeneous topological
structures and attribute distributions.

 We observe a notable overlap between the identified communities and the ground-
truth, thus confirming the accuracy of our predictions.
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summary

 Leveraging ML/DL based approaches for attributed community search

* Existing learning approaches have limited inductive ability and cannot
deal with complex queries.

* Propose Inductive Attributed Community Search (IACS) to infer new
queries for different communities/graphs

* Propose a three-stage workflow to fulfill inductive ACS
* JACS achieves better performance on effectiveness and efficiency



Thank you!

Shuheng Fang, The Chinese University of Hong Kong.
shfang@se.cuhk.edu.hk
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